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Abstract 

We apply the revisited maximum-entropy framework developed in Dimitriadis et al. (2019b), 

where theoretical profiles for the longitudinal velocity, pressure and water-depth in a cross-

sections under one-dimensional steady flow dynamics are derived. The maximum entropy 

distribution is applied to each variable of interest-based on the number of moments conserved 

through the 1d conservation of mass, linear momentum and energy. This distribution is then 

combined with the distribution of sampling location, which for convenience is assumed uniform, 

to express the absolute derivative of the variable of interest with respect to location. Through 

several applications, we show that the above configuration exhibits advantages compared to the 

established analysis, such as the flexibility to conserve additional moments, to derive not only the 

typical von Kàrman but also alternative profiles, the implicit construction of the dip-phenomenon, 

and the streamflow estimation under reasonable assumptions for the shear stress. We further 

illustrate how the assumed uniform distribution for the location variable can be regarded as the 

spatial sampling distribution in a cross-section. A limitation of the proposed framework is that the 

derived profiles can be sometimes complicated and, so, they can be simulated only numerically. 

Regarding the sampling strategy, we discuss how the choice of a uniform distribution of sampling 

points is also convenient requiring the least effort and information for sampling at a fixed area. 

Finally, we discuss that even with a few velocity samples we may estimate the streamflow with 

relatively high accuracy and a small error (in the order of 10%) if only surface velocities are 

sampled. 

Keywords: entropy-maximization; 1d steady-flow dynamics; velocity profile; pressure profile; 

water-depth profile; sampling strategy 

1. Introduction 

In this work we demonstrate, with test applications, the method for estimating the hydraulic 

profiles in a channel cross-section under one-dimensional steady-flow dynamics presented in the 

companion paper Dimitriadis et al. (2019b). That entropy-maximization method is embedded in 

a probabilistic-deterministic framework and uses the absolute values of the original, e.g. � = ����, 

or transformed to be ����, monotonic first spatial derivative of the longitudinal velocity � 

(transversal to the flow), pressure and water-depth in a cross-section as a function of the location 

variable s. The applications concern open-channel flow and flow in pipes with prismatic and 

irregular cross-sections. We reiterate that in open-channel flow the revisited framework does not 

require knowing the iso-velocity (similarly for the iso-pressure) lines or introducing explicit 
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parameters for the position and magnitude of the maximum velocity, only values at the 

boundaries are required, such as surface velocities and total water-depths. As we show, the latter 

variables can be implicitly estimated through the velocity distribution. In pipe flow, the velocity 

and pressure positions and magnitudes are required at a single point of the cross-section. Section 

2 summarises the results of the analysis in Dimitriadis et al. (2019) that are used in the test cases 

shown in the applications of section 3. Also, at the end of section 3, we discuss the implications of 

the proposed framework to the sampling strategy, and we show that the choice of a uniform 

distribution of sampling points is not only theoretically justified but also convenient requiring the 

least effort for in-stream recording methods and information for sampling over a fixed area. The 

above practise is expected to be advantageous compared to the traditional practices especially 

during flood events. A limitation of the proposed framework is that the derived profiles can be 

sometimes complicated and therefore, they can be simulated only numerically (see applications 

in sect. 3). The reader is referred to that companion paper for the analysis itself and for the 

notation, as well as for the methodology used to derive the velocity, pressure and depth profiles. 

2. Proposed maximum-entropy probabilistic framework 

As shown in Dimitriadis et al. (2019b), the probability distribution for the sampling location (or 

else sampling position in the cross-section) random variable s is considered axiomatically as 

uniform (abbreviated ME0, Table 1). The maximized entropy probability distribution for the 

pressure p results in the exponential distribution (abbreviated ME1, Table 1) or when it is 

important to conserve the pressure centroid, to the lower-tail truncated Gaussian one 

(abbreviated ME2; Table 1). The water-depth w is analysed similarly to the pressure (ME1 or 

ME2), and in cases of a hydrostatic profile the two variables have identical distributions and 

parameters. The resulting distribution for the velocity v is the three-parameter maximized 

entropy distribution (abbreviated ME3; Table 1) that can sometimes be approximated well by a 

Pareto-Burr-Feller distribution (abbreviated PBF, Table 1). As discussed in Dimitriadis et al. 

(2019b), all three-variables, i.e. velocity, pressure and waterdepth, may be sometimes (depending 

on the examined case) approximated well by a simpler version of the distribution derived by 

applying the entropy maximization principle in the one-dimensional steady-flow dynamics. An 

illustrative example is the one-dimensional plane Couette flow, where all three variables follow 

the uniform ME0 distribution. 

It is noted that the above distribution may require further truncation in case the values at the 

boundaries are observed or specified, in order to pass this information on as a constraint for the 

entropy maximization. It is again stressed that the unobserved or unspecified boundary values 

are required in the deterministic re-construction model and not in the probabilistic one. After the 

probability distribution is selected, the profile of the above three variables can be (analytically or 

numerically) simulated by the change of variable technique (as thoroughly analysed in Dimitriadis 

et al., 2019b, sect. 2.2). For example, a useful solution for the inverse function ��	��� can be 

derived from a uniform location distribution and a positively monotonic behaviour of the velocity, 

i.e.: 

� = ��	��� = 
���� 
��	���� − ��	����� + ��	���� (1) 
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where �� and �� are the observed or specified velocities at locations in the cross-section �� =��	���� and �� = ��	����, respectively. 

In case a non-monotonic behaviour in terms of the location variable is simulated (e.g., in the case 

of the dip-phenomenon), then we analyse separately each monotonic branch ζ(s) for the velocity 

(or ψ(s) and ω(s), for the pressure and water-depth, respectively) and derive afterwards the 

required segments of the profile g(s) by appropriate formulations (see more details in Dimitriadis 

et al., 2019b, sect. 3.3). 

Table 1: Probability distributions for the sampling location (ME0), longitudinal velocity (ME2 and 

ME3), pressure (ME1 and ME2), and water-depth (ME1 and ME2) as derived in the companion 

work of Dimitriadis et al. (2019b). Note that all distributions are illustrated for convenience for 

the velocity but can be easily applied for the other variables. Also, for convenience, we present 

either the distribution function 
���� or its density �����, but one may easily estimate the one from 

the other through 
���� = � �������� d� and ����� = d
����/d�. 

Abbreviation Probability distribution function  

ME0 
���� = � − ���� − ��  

where �� and �� are the low and high values at boundaries. 

(2) 

ME1 ����� = e�������
 (3) 

ME2 ����� = ���; !, #�1 + %��; !, #� 

where ����� is the Gaussian distribution low-truncated at zero, ! 

and # are the mean and standard deviation without the truncation, 

and ���; !, #� = e�����&�/√()*�*/√2π#( and %��; !, #� = 1/2 + 1/2
erf ��� − !�/√2#(�� are the density and cumulative Gaussian 

distribution N(0,1), respectively (alsο written as %��� and ����). 

(4) 

ME3 ����� = e�
��/���/�*�*/�0�0�
 

where 1�, 1	, 1(, and 12 are the Lagrangian parameters (similarly 

for the ME1). 

(5) 

PBF 
���� = 1 − �1 + ��/3	�4*  ��40
 

where 3	, 3(, and 32 are shape and scale parameters. 

(6) 

 

3. Applications 
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In this section we present several applications for the demonstration of the concept and the 

presented framework. 

3.1. One-dimensional flow cases 

3.1.1. Generalized von Kàrman model for boundary and viscous sublayers 

In the companion work of Dimitriadis et al. (2019b; sect. 2.3), we illustrate how the original von- 

Kàrman 1d velocity profile in a channel with high width-to-depth ratio can be derived using the 

presented framework by starting from the water surface and by rejecting the solution of the 

negative first spatial derivative of the velocity, which is hydraulically non-feasible in typical cases. 

We also show how, in general, 256 parts of a profile can emerge from all the possible combinations 

when dividing the first derivative in 7� monotonic branches. However, the break of the first 

derivative from a positive to a negative value, and vice versa, occurs when a zero value of the 

velocity derivative with respect to depth is reached, so that the shear stress model is smoothly 

transformed from the one condition to the other. This smooth transformation takes place at the 

mode (most probable) value of the velocity distribution, where the derivative of the distribution 

also changes sign. Additional distributions must be applied for additional breaks. For example, if 

we wish to combine two breaks (i.e., three parts), one in the profile area of high depths to 

characterize the viscous sublayer (i.e., from 8 − 9 depth measured from the water surface to d, 

where d is the maximum water-depth at the cross-section), and one in the profile area of low 

depths (i.e., near the water surface from 0 to d - b) to characterize the dip-phenomenon, then the 

velocity distribution should be comprised of two part. Since both areas are rarely of practical 

interest in the same flow case, here we show one application for each case (for the dip-

phenomenon see next section). Inside the viscous sublayer (roughness area), the most typical 

velocity profile is that of Couette flow (i.e., linear velocity profile over the depth due to constant 

shear stress) that can be derived by employing the ME0 distribution for the high-depth area 

between depths 8 − 9 and d. For the remaining area, down to zero-depth, the reformulated von 

Kàrman profile is employed, with the velocity set to zero at the maximum depth d, i.e. ��:� =; ln�8/9 − :/9 + 1�. The latter profile can be derived in a similar manner as in Dimitriadis et al. 

(2019b, sect. 2.3) from a truncated ME1 distribution between �� and �> of ��:� = 2�� − ��:�, 

where �� = ; ln�8/9 + 1� and �> = 2�� − ��8 − 9� = 2;ln�8/�9√2� + 1/√2�. 

Therefore, the velocity distribution for the mixed profile can be written as (Fig. 1): 

����� = ?�@/A�*BC6/DEA�@�A� F, �� ≤ ��:� ≤ �>	�HEIJ�(� , �> < ��:� ≤ 2��   (7) 

with F = �8 − 9�/8 ≤ 1, so that the integral of the above distribution equals 1. 

For the uniform distribution of the location variable, i.e. �L�:� = 1/8, the velocity profile can be 

expressed as (Fig. 1): 
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�/; = M ln�8/9 − :/9 + 1�, 0 ≤ : ≤ 8 − 9IJ�(�A �8 − :�, 8 − 9 ≤ : ≤ 8   (8) 

Note that although the profiles and distributions for the location and velocity are continuous at �>, the velocity distribution density is discontinuous due to the change of the distribution type. 

The above profile has two parameters, the scale-parameter a and the shape-parameter b, similarly 

to the Chiu (1987;1988;1989) generalized von Kàrman profile for 1d flow in open-channel with 

large depth-to-width ratio. It can additionally preserve the laminar flow conditions in the viscous 

sublayer within a single expression, which however requires two branches, due to the twofold 

flow condition. In case the viscous sublayer is of small (or no) interest, one may employ only the 

first branch of the above expression, or equivalently, use Chiu’s original generalized model. Since 

the viscous sublayer thickness is linked to the roughness coefficient, it would be interesting to test 

whether this profile can also simulate the effect from channel roughness (Chiu, 1991; Greco et al., 

2014; Singh, 2014; Greco, 2015; Greco and Mirauda, 2015; Greco and Moramarco, 2015; Wibowo, 

2015). It is noted that this framework can be also applied through alternate entropy measures 

such as the Tsallis entropy (Sing and Luo, 2011; Cui and Singh, 2013; 2014; Kumbhakar et al., 

2019b,c; cf. Dingman, 1989) and Renyi entropy (Kumbhakar and Ghoshal, 2016; Khozani and 

Bonakdari, 2018). 
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(a)  

(b)  

Figure 1: (a) The velocity distribution density function for the mixed truncated ME1 and uniform 

ME0 and (b) the velocity profiles measured at the boundary and sub-viscous layers for an open-

channel flow (data extracted graphically from Khoo et al., 2000, Fig. 1, with Reynolds number 

4100, and for a von Kàrman constant 0.4), for the best-fit original and mixed case of the von 

Kàrman model (with parameters α = 0.067 m/s, b =0.002 m and d = 1 m), and the Couette linear 

model (corresponding to laminar flow conditions). 

 

3.1.2. The velocity profile with dip-phenomenon in an open-channel flow 

The so-called dip-phenomenon corresponds to open-channel flow conditions where the 

maximum velocity occurs below the water surface, and is often attributed to the boundary and 

shear stress effects from the side banks of the channel and the water surface (Yang et al., 2004; 
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2012; Gou and Julien, 2005). Chiu (1987) shows how to express this profile in 1d configuration by 

conserving only the first moment constraint (i.e. mean) and by introducing two additional 

parameters, one for the magnitude of the maximum velocity and one for its location along the 

vertical. This model has been then expanded to 2d configuration to express the spatial structure 

of the dip-phenomenon in the cross-section (Chiu, 1988; Xia, 1997; Chen and Chiu, 2004; 

Moramarco et al., 2004; Chiu et al., 2005; Papadimitrakis and Orphanos, 2009; Chiu and Hsu, 2006; 

Moramarco et al., 2017). Here, we attempt to implicitly simulate this phenomenon by conserving 

additionally the second and third raw moments as also performed by Chiu, (1989), Barbe et al. 

(1991) and Kumbhakar et al. (2019a, and references therein), but without the need to explicitly 

introduce the parameters of the location and magnitude of the maximum velocity. 

Following the same analysis as in the previous section, we can represent the dip-phenomenon 

with an ME2 velocity distribution truncated at the surface velocity �O and at the bottom velocity 2��, so that the velocity at the location of the dip at depth h is �� (for this technique, see the 

companion work of Dimitriadis et al., 2019b, sect. 3.3): 

����� = ���; !, #�% P(�Q�&) ; !, #R − % P�S�&) ; !, #R   (9) 

where ! = �� and # are the model parameters, and �O the surface velocity. 

Then, the resulting velocity profile for uniform sampling would be: 

Td��:�d: T = #(√2π U% P(�Q�&) ; !, #R − % P�S�&) ; !, #RV
8e��W�X�CY�**Z*    (10) 

which has the positively monotonic solution with respect to depth 

��:� = #√2erfinv ]:8 erf U�O − !#√2 V^ + !   (11) 

where erf is the error function (see more details in Dimitriadis et al., 2019b, sect. 3.3) and erfinv 

its inverse function (for approximations on both see e.g., Winitzki, 2008). 

If we again adopt the reasonable assumption that the shear stress decreases from the channel 

bottom to the location of the dip and then increases up to the water surface, the velocity profile 

can be finally written as: 

��:� = _ ��:�, �O ≤ ��:� ≤ �� and 0 ≤ : ≤ ℎ2�� − ��:�, �� ≤ ��:� ≤ 2�� and ℎ ≤ : ≤ 8  (12) 

A more accurate distribution for the dip phenomenon would be the ME3. Here, instead of 
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employing directly the ME3 distribution, we fit the PBF with the method of moments, which 

moments are more easily handled than those of the ME3, and at the end we fit the ME3 to the PBF 

with the simple least-square method (for a direct simulation of the ME3 see Kumbhakar et al., 

2019a). Once the limits are known (i.e. physically justified and/or observed), the PBF distribution 

is low-truncated at the surface velocity �O and high-truncated at 2��, where �� is the maximum 

velocity occurring at depth ℎ, since we again assume zero velocities at boundaries (i.e. no slip-

condition). So, for the velocity we have that: 


���� = �1 + ��O/3	�4*  ��40 − �1 + ��/3	�4*  ��40�1 + ��O/3	�4*  ��40 − �1 + �2��/3	�4* ��40 (13) 

From Eqn. 1, we can derive the function ��:� as: 

��:� = 3	 bcU1 + U�O3	V4*V�40 − :8 dU1 + U�O3	V4*V�40 − d1 + U2��3	 V4*e�40ef�	/40 − 1g
	/4*

 (14) 

We again initially select the positive solution of the above profile, since we assume the velocity to 

increase with respect to depth, and after the velocity reaches a maximum value �� (i.e. zero spatial 

derivative at depth ℎ of each vertical) we select the negative solution, since we assume that the 

shear stress changes sign after reaching its maximum (Fig. 2). 
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(a)  

(b)  

Figure 2: (a) The velocity distribution density function for the truncated ME2, PBF and ME3, and 

(b) the velocity profiles for the dip-phenomenon in a smooth rectangular open-channel (data 

extracted graphically from Sarma et al., 2000, Fig. 3, with width-to-depth ratio approximately 5, 

Froude number 1.6, shear velocity 0.124 m/s), for the best-fit truncated ME2 distribution (Nash–

Sutcliffe efficiency coefficient 0.971) with parameters �O = 1.35 m/s, �� = ! = 1.85 m/s and # =0.4 m/s (h is estimated from the model as 0.45 m), the truncated PBF distribution at �O = 1.35 

m/s (Nash–Sutcliffe efficiency coefficient 0.977) with parameters 3	 = 2.298, 3( = 5.162 and 32 = 1.785 (so that the mode velocity is again �� = 1.85 m/s), the ME3 distribution with 

parameters shown in the upper panel, and the best-fit generalized von Kàrman model as derived 

above, i.e. ��:� = ; ln�8/9 − :/9 + 1�, with parameters α = 0.28 m/s and b =0.0009 m. 

Interestingly, in the case of the dip-phenomenon, the model proposed by Chiu (1988) introduces 

an extra parameter h for the location of the maximum velocity, whereas the above model requires 

the surface velocity (which, for consistency, is considered as constraint only after it is observed), 
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from where the location of the dip can then be estimated from the magnitude of the difference 

between �� and �O, which is mapped onto the difference between the two locations of the 

maximum and surface velocity. In other words, both approaches require three parameters, but 

the proposed one is more flexible since it depends entirely on the selection of the probability 

distribution, uses the extra parameter for the simulation of variance (and skewness if the ME3 or 

PBF is applied) and can simulate the Boussinesq and Coriolis parameter (if needed); and may be 

more consistent with the observations and improve fitting. We also see that quite satisfactory 

results are obtained if the ME2 solution is adopted and for the examined case we suggest that 

there is no need for an additional parameter only to slightly improve the fitting. Interestingly, as 

shown by Dimitriadis et al. (2019), various cases of open-channel flows in natural cross-sections 

result in nearly-Gaussian empirical distributions of the longitudinal velocity. 

3.1.3. One-dimensional pressure profiles at a stepped spillway 

As discussed in Dimitriadis et al. (2019b, sect. 3), the pressure variable is linked to the water-

depth variable and when their distributions have the same shape and only differ in their expected 

value, then the pressure profile is hydrostatic. Although in open-channel flows the latter profile is 

often assumed, there are many cases where the pressure is non-hydrostatic (Castro and Hager, 

2017), as for example in standing waves (e.g. Yuan, and Wu, 2004), in hydraulic jumps (e.g. 

Hervouet, 2003), in aquifers near hydraulically connected streams (e.g. Koussis et al., 2007), in 

rapidly varied flows (e.g. Zerihun, 2017), in flow over weirs (e.g. Naghavi et al., 2011; Felder and 

Chanson, 2012), ramps (Mohamed, 2004) etc. In this application we examine the pressure profiles 

in stepped spillways, where an over-hydrostatic pressure occurs upstream of the step due to the 

curved streamlines and an under-hydrostatic pressure occurs downstream of the step due to 

cavity and the streamlines separation (Zhang and Chanson, 2016). We fit an ME1 distribution to 

the pressure profile truncated at the observed pressure at the bottom of the spillway at depth d. 

Similarly to the von Kàrman velocity profile, but with the pressure increasing with depth, the 

pressure profile can be written as (Fig. 3): 

3/p = ;ln c 11 − :/8 P1 − e�qQrs Rf  (15) 

where 3� is the maximum pressure at the maximum depth (i.e. bottom of the spillway), p =t8cos� the hydrostatic pressure, d the water depth, and cosφ the local topographic slope at the 

spillway. 

For the above profile see also the work of Barbe et al. (1994), where a pressure profile is derived 

for groundwater flow based on the conservation of mass. We again comment that the above model 

contains one parameter (ME1) plus the pressure at bottom, which, for consistency, is considered 

as constraint only after it is observed. In other words, the profile is still valid for an infinite 

pressure magnitude at infinite depth d, and in particular, it corresponds to the original exponential 

probability distribution, without high-value truncation. After we observe both depth d and 

pressure at bottom pm, we may add these as constraints and employ the above expression. 
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Figure 3: The pressure profile upstream of a step in a stepped-spillway (data extracted graphically 

from Zhang and Chanson, 2016, Fig. 5A), the best-fit profile resulted from the truncated ME1 

distribution with parameters x = 3.33, 3�/p = 3, the best fitted profile from two truncated ME1 

as derived below (see Eq. 16) with parameters ;O = 0.9 and 9 = 0.2 m (also, for illustration, it is 

shown the best-fit profile from the truncated ME2 as derived in the previous section, with 

parameters ! = 1, # = 1.1, 3�/p = 3; see discussion for the ME2 when Cv > 1 in Dimitriadis et al., 

2019b, sect. 3.3), and the theoretical and modelled hydrostatic profiles. 

For the pressure downstream of the step, the profile changes due to cavity with the maximum 

pressure occurring above the channel bottom, resembling the dip-phenomenon for the velocity 

described in the previous section. In particular, the profile along the vertical now comprises two 

parts, a similar to the previously studied one and another one starting at the bottom of the 

spillway. The pressure profile can be derived in a similar manner as in sect. 3.1.1, but now from 

two separate ME1. The first one truncated at 3�/p and �23� − 3>�/p, where 3>/p is the pressure 

at the channel bottom due to cavity, and the other one truncated at 3�/p and 23�/p, where 3�/p = ; ln�8/9 + 1�, both corresponding to the monotonically positive function z�:�, with z�:� = 23� − ��:� for 0 ≤ : ≤ ℎ and z�:� = ��:� for ℎ ≤ : ≤ 8, where h is the depth of the 

meeting point of the two parts. Thus, for the uniform distribution of the location variable, i.e. �L�:� = 1/8, the pressure profile can be expressed as (Fig. 4): 

3/p = { ;Oln�:/9 + 1�, 0 ≤ : ≤ ℎ;>ln�8/9 − :/9 + 1� + 3>/p, ℎ ≤ : ≤ 8  (16) 

where ;O is a parameter, ;> =  �;Oln�ℎ/9 + 1� − 3>�/ln�8/9 − ℎ/9 + 1�. The pressure 

parameter, i.e. 1 = E[3/p] (Yen, 1973; Dimitriadis et al., 2019b), for the above profile can be 

estimated as 0.87 (for the part of the profile close to the water surface as 0.81 and for the upper-

part as 1.02), indicating the well-known result that cavity causes an overall sub-hydrostatic effect. 

We note that although the profiles and distributions for the location and pressure are continuous 
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at 3�, the distribution density of pressure is discontinuous due to the change of the distribution 

type. We also comment on the fact that the ME2 model does not fit well the observations and that 

two different ME1 parts of the profile are required to fit the pressure (also, employing two ME2 is 

expected to result in a better fitting). We justify the use of two parts for the profile (instead of one 

as previously shown), since the examined phenomenon contains two different air-water surfaces, 

each one being close to a hydrostatic behaviour, in the sense that the pressure increases or 

decreases almost linearly. 

 

Figure 4: The pressure profile downstream of a step in a stepped-spillway (data extracted 

graphically from Zhang and Chanson, 2016, Fig. 5E), the best-fit profile resulted from the two 

truncated ME1 distributions with parameters ;O = 0.7, 9 = 0.14 m, and 3>/p = 0.75 (also 

observe that ℎ/8 = 0.75 and ;> = 0.5), and for illustration, it is shown the best-fit profile from 

the truncated ME2 as derived in the previous section, with parameters !′ = 1.688, #′ = 0.781, and 3>/p = 0.75. 

 

3.2. Axisymmetric pipe-flow profiles 

In axisymmetric flows, as in nearly all pipe flows in symmetrical conduit geometries with respect 

to the pipe centre, the skewness coefficient is zero, i.e. FO = 0 and ; = 3� − 2, where β is the 

Boussinesq parameter and a the Coriolis parameter (for non-symmetric geometries in pipe flows 

see a similar analysis for open-channel flows of irregular geometries in the next section). 

Therefore, the velocity distribution that maximizes entropy based on the three typical constraints 

is close to ME2. For the simulation of flow in a pipe of circular cross-section with radius R (similar 

analysis can be made for another symmetric geometry such as a square duct), and under 

maximum pressure 3� at the bottom of the pipe and minimum pressure 3� = 3� − 2� at the 

soffit, we set the origin of the axis again at the soffit of each vertical, and we express the velocity 

and pressure profiles for each vertical (a similar analysis can be followed in the horizontal 

direction), with total depth 8��� = 2√�( − �(, where x ranges from -R to R, and :��� =√�( − �( = �tan��� ranges from 0 to d(x), where r and θ are the polar coordinates, i.e. the radius 
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and anticlockwise angle (Fig. 5). We implement the ME0 distribution for the location of each 

vertical, with :���� = � − 8���/2 and :���� = � + 8���/2. 

For the velocity profile, we employ the ME2 with zero velocities at all boundaries (no-slip 

condition), i.e., Gaussian distribution with lower-truncation at zero, mean value !��� = ����� and 

higher-truncation at 2�����. This choice is based on the symmetry of the geometry with respect 

to a parallel to y-y axis passing through the pipe center, which leads us to expect that the maximum 

velocity will be at the center of each vertical with equal distance from its boundaries. So, for the 

velocity we have that: 


������� = %������ − %�0�%�2������ − %�0� = 12 + erf ������ − ������/�2#(����2erf ������/�2#(����  (17) 

where #��� is the standard deviation of the non-truncated Gaussian function. 

From Eq. 1 (see also the companion work of Dimitriadis et al., 2019b, sect. 2.2), we can derive the 

function ���, :� as: 

���, :� = ����� + √2#���erfinv ]d :���√�( − �( − 1e erf d �����√2#����e^ (18) 

where erfinv��� is the inverse of the error function. 

We initially select the positive solution of the above profile, since we assume the velocity to 

increase with respect to the depth, and after the velocity reaches a maximum value (i.e. zero 

spatial derivative at the half-depth for each vertical) we select the negative solution, since we 

assume that the shear stress changes sign after reaching its maximum (Fig. 5). So, the velocity 

profile is: 

���, :� = _ ���, :�, 0 ≤ :��� ≤ 8���/22����� − ���, :�, 8���/2 ≤ :��� ≤ 8���  (19) 
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Figure 5: An example of the derived velocity profile g(x, y) and the monotonic profile ζ(x, y) for !��� = ����� = 2 and #��� = 1. 

In terms of pressure, if a hydrostatic profile is assumed, then the probability distribution will be 

similar to that of the depth, since the two variables are linearly connected through 3 = z��, �� =3� + � − �sin���, with 3 = 3� + �. The absolute derivative of the inverse pressure profile is �dz�	
3����/d3���� = 
3���� − 3�����/8��� = 1, which results in :��� = z�	�3���� =± 
3��� − 3�����. By adopting the positive solution for each vertical (since we have assumed the 

pressure to increase with depth), we have that z��, :� = 3���� + :���, with 3���� = 3� + � −8���/2 and 3���� = 3���� + 8���. The isobaric lines are then parallel to the x-x axis, i.e. 

independent of the position x in the cross-section, whereas the isovels are circles, i.e. they only 

depend on the radius r. Also, in the case of a hydrostatic profile, the pressure model requires a 

single pressure observation in the cross-section, e.g. at the centre 3�, so that the minimum 

pressure at the pipe soffit can be calculated as 3� = 3� − � and thus, z��, �� = 3� − �sin���. 

We observe that ���, :� is symmetric to a parallel to the x-x axis passing from the pipe centre. 

Thus, for convenience, we may change the Cartesian location variables x and y to the polar ones 

by � = �cos��� and : = �sin���, with the radius � ranging from �� = 0 to �� = �, and the angle � 

ranging from �� = 0 to �� = 2π, both following the ME0 distribution. The isovels ���, :� are now 

circles around the center of the pipe and independent of the angle θ, and we may write ����. Thus, 
�
�′�	������� = ����	������ − ���	�������/����	���0�� − ���	������� = ��(/���(� = ��/��(, 

and ��
�′�	������� = 2�/�(,where �′ is the positively monotonic function for the velocity with 

respect to the radius measured from the pipe center. Finally, the velocity profile can be expressed 

with the parameters ! = �� and # now assumed fixed for the whole cross-section, i.e.: 

� = ���� = �� − #√2erfinv ]P��R( erf U ��#√2V^ (20) 
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For the estimation of the two parameters of the above velocity model, two measurements are 

needed for each vertical in the cross-section. A careful look at the derived profile for the overall 

section and for each vertical, reveals that the standardized velocity profile by �� and �����, 

depends only on the variability coefficient, and in fact, F� = #/�� = #���/�����. Therefore, if we 

sample the velocity at the pipe centre, and we assume a fixed variability Cv, we can determine the 

streamflow just by the mean velocity. Although an analytical solution for the mean velocity is not 

possible, we derive a fair approximation (numerical solution may result in higher accuracy): 

� ≈ �� + #√2 Ue�B���J�PB��*P 6QZ√*RR − 1V
√π erf P �Q)√(R  (21) 

We further observe that the parameter # controls the flow conditions in a variety of cases. For 

example, consider the semi-empirical expression ���� = ���1 − �/��	/� (else known as 1/7 

profile; e.g. Bogue and Metzner, 1963) for turbulent pipe flow conditions (Reynolds number Re = ��/� > 4000; D is the pipe diameter, � the mean velocity, and � the kinematic viscosity 10-6 m2/s 

for water at 20oC). We can approximate this profile by the proposed model for #/�� ≈ 0.23 (Fig. 

6), giving the Boussinesq and Coriolis parameters � = 1.05 and � = 1.16 (see definitions in the 

companion work of Dimitriadis et al., 2019b, sect. 3.2). 

Moreover, Fig. 6 shows that in case the mean velocity tends to very small values (Re << 4000), we 

get an excellent match of the theoretically derived laminar profile for pipe flows ���� =���1 − ��/��(� if we assume a uniform velocity probability distribution (i.e. no constraints). 

However, such conditions are rare in natural flows, where the mean velocities are much higher 

than zero, the physical dimensions large and intense mixing occurs among streamlines. Finally, 

note that in a purely deterministic analysis, the turbulent model is far more complicated to derive 

than the laminar one, whereas in a probabilistic-deterministic framework one may derive both 

relatively easily; this is a strong advantage of the latter for the analysis of natural flows. 
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Figure 6: Velocity profiles for a smooth turbulent pipe flow (data extracted graphically from 

Rudman et al., 2002, Fig. 7, which includes experimental measurements and direct-numerical-

simulations at a pipe flow with Reynolds number approximately 5000), for the best-fit model 

(#�/�� = 0.25), for the semi-empirical velocity 1/7 profile for turbulent flow conditions, and for 

the theoretically derived and modelled (#�/�� → ∞) profile for laminar flow conditions. 

The proposed model for the velocity profile contains two parameters since it is explicitly defined 

through the velocity probability distribution (i.e. two-parameter ME2). For circular pipe flow the 

commonly applied models are derived by conserving one moment (i.e. one-parameter ME1), and 

by introducing an additional parameter for the maximum velocity at the center of the pipe (Chiu 

et al., 1993; Chiu and Hsu, 2006; Yoon et al., 2012; Jiang et al., 2016; Choo et al., 2017; Kazemian 

et al., 2018). Besides the difference in configuration between that model and the proposed one, a 

theoretical and practical merit of the latter ME2 model is its greater flexibility in conserving the 

momentum (Boussinesq) parameter, while the former assumes a momentum parameter derived 

from the variance of the truncated exponential distribution. Similarly, the kinetic energy (Coriolis) 

parameter for both approaches cannot be set arbitrarily; it depends exclusively on the values of 

the two model-parameters, from which skewness can be easily calculated. One could employ the 

ME3 distribution for the pipe flow and include the effect of skewness as an extra parameter, but 

only for non-axisymmetric geometries. 

3.3. Two-dimensional open-channel profiles 

In this section, we present two applications in two-dimensional (2d) velocity profile and in the 

distribution of water depth. The ME1 is usually applied for the variability of the water-depth along 

the water surface of a natural cross-section, as in the design of irrigation ditches (Greco, 2016), 

for bathymetry estimation (Moramarco et al., 2013; 2019; Farina et al., 2015), at the structure of 

furrow geometry (Sighn, 2012), and in open-channel with submerged aquatic plants (Chen and 

Kao, 2011). Here, we express the water-depth at each point of the cross-section again as a random 

variable. This definition may be considered plausible since the water-depth at a water point in the 

section is trivially estimated as its distance from the water surface. However, this definition is 

consistent with the definition of the velocity and pressure in the sense that all three are considered 
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as variables of a water lump in a cross-section. In this way, the same framework can be easily 

applied to water-depth and other variables can be also added (such as temperature, salinity etc.) 

along with the appropriate hydraulic conservation equations. 

The isolines of location can be formulated by radially estimating the equal specific distances from 

the boundaries of the cross-section to the origin point, which is defined as the point influenced 

the least by the boundaries. By assuming that the same friction applies to all channel boundaries 

(sides and bottom), the origin point is set at the middle of the water surface in the case that no 

dip-phenomenon occurs, or, otherwise, at a lower from the surface point in the scenario that the 

friction at the air-water surface (in case of low velocities at surface) and effects from the 

surrounding boundaries (in case of low width-to-depth ratios) can no longer be assumed 

negligible. For example, in the case of a trapezoidal cross-section of maximum depth d, upper-

width �� and lower-width �I (Fig. 7), we may approximate the ratio of the area of the cross-

section with height y over the total area of the cross-section as (similarly to the sampling location 

distribution of the circular pipe as derived in sect. 3.2): 


L
��	�:�� ≈ �� + �I − 4�8 − :��� + �I :/8   (22) 

which for high width-to-depth ratios results in 
L�:� ≈ :/8. So, the isoline of a location with 

height y of the vertical passing from the origin point can be easily drawn by locating all points (y, 

θ) with the same specific distance :/8 as measured by the ratio of their distance from the origin 

point to the distance along a line with angle θ from the origin point to the channel boundary. 

After we express the distribution for the location variable, we may derive the water-depth profile 

by employing the ME1 distribution rather than the ME2. So, the water-depth profile along a line 

with specific distance y/d (measured along the vertical line passing from the origin as explained 

above), can be written as: 

�/8 = ln U 11 − :/8�1 − e��Q/@�V  (23) 

where �� = 8 is the maximum water-depth in the trapezoidal cross-section. 

Note that the ME2 has been also applied but with minor improvement in fitting (Fig. 7) compared 

to the adding of an extra parameter to the model. 

Concerning the variability of the velocity in a 2d cross-section, we analyze the same dataset. Two-

dimensional open-channel models with high width-to-depth ratios have been proposed for the 

ME1 model for rectangular geometry (Chiu, 1988; Araujo and Chaudhry, 1998; Chiu and Tung, 

2022; Maghrebi and Rahimpour, 2005; 2006; Marini et al., 2011; 2017; Singh et al., 2013; Fontana 

et al., 2013; Rahimpour, 2017; Mirauda et al., 2018), trapezoidal geometry (Sheikh and Bonakdari, 

2015), irregular shapes (Chiu and Murray, 1992; Chiu and Said, 1995; Moramarco et al., 2004; 

Farina et al., 2014). Here, we treat an open-channel flow as in the case of the pipe flow (sect. 3.2), 

and the origin point is set at the maximum velocity point, which is assumed to be the one 



18 

influenced the least by the boundaries. Therefore, the origin point is set either in the middle of the 

water surface (i.e. zero depth) or, in the case that the dip-phenomenon occurs, at a larger depth. 

Since we assume that the velocity at points with same specific distance from the boundaries will 

be the same, we can estimate at each point in the cross-section the distance from the origin point, 

and apply a similar expression for the velocity profile as in the one-dimensional case (sect. 3.1.2): 

���, �� = ! + #√2erfinv ] :8��� erf U�O��� − !#√2 V^   (24) 

where ! = ��, d(θ) is the total distance from the origin to the channel sides or bottom, which for 

a trapezoidal cross-section depends on the anticlockwise angle θ between the line connecting the 

origin to the point-of-interest and water surface (Fig. 7), and �O��� is the velocity along the water 

surface. Again to account for the dip-phenomenon (i.e. maximum velocity at depth h from surface 

along the vertical at θ = 90o), we formulate a two-branch profile as � = ���, ��, when 0 ≤ � ≤ ℎ 

and �O ≤ ���, �� ≤ ��, and � = 2�� − ���, ��, when ℎ ≤ ���, �� ≤ 8 and �� ≤ � ≤ 2��. 

For no dip-phenomenon (i.e. for h = 0 and �O = ��): 

� = ���, �� = �� − #√2erfinv ] :8��� erf U ��#√2V^ (25) 

We note that in contrast to the ME1 model, the velocity profile through the ME2 can no longer be 

standardized by the maximum velocity, due to the non-linear error function. Although both 

models include the same number of parameters (i.e., μ and σ for the ME2, and M and vm for the 

ME1 as proposed by Chiu, 1988), the profile derived with ME2 fits better to the measurements 

(Fig. 8) with and without accounting for the dip-phenomenon. The Nash–Sutcliffe coefficient is 

further improved if we account for a small dip of the location of the maximum velocity, which can 

be also physically justified by the fact that the verticals at the left and right side of the channel are 

not monotonically increase but exhibit a dip-phenomenon not easily apparent in other recorded 

verticals (see recorded points in each vertical in Chiu, 1988, Fig. 9). 

Moreover, we observe that the ME2 model parameters are estimated as approximately equal to 

those of the no-dip scenario. Therefore, if the parameters of the ME2 model are estimated, and the 

Boussinesq and Coriolis parameters can be assumed constant for a range of streamflows, then we 

may express the 2d longitudinal velocity profile (and also estimate the discharge) by recording 

only the surface velocities and truncating the ME2 distribution (or ME3 as shown in sect. 3.1.2) at 

these values. Note that the dip-phenomenon in 2d open-channel flow will be further investigated 

in a follow-up work, and that for unsteady flow conditions a similar to the ME1 approach (Chen 

and Chui, 2002; Chen et al., 2012; Bechle and Wu, 2014; Pizarro et al., 2017) can be applied for the 

ME2. 
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(a)  

(b)  

Figure 7: (a) Schematic representation of a trapezoidal cross-section resembling that of Chiu 

(1988; Fig. 9); and (b) The water depth distribution of a trapezoidal cross-section (data extracted 

graphically from Chiu, 1988, Fig. 9), the best-fit truncated ME1 distribution (Nash-Sutcliffe 

coefficient 0.996) with parameters x = 1 and ��/8 = 1, the best-fit ME2 truncated at 0 and 1 as 

derived in sect. 3.1.2 (slightly improved 0.999 Nash-Sutcliffe coefficient) with parameters μ = 0.1 

< σ = 0.6 (see discussion for the selection between ME1 and ME2 when Cv > 1, in Dimitriadis et al., 

2019b, sect. 3.3), and the theoretical distribution ME0 for a rectangular cross-section. 
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(a)  

(b)  

Figure 8: Standardized velocity records from a trapezoidal cross-section (data extracted 

graphically from Chiu, 1988, Fig. 9), and (a) no simulation of the dip-phenomenon (h/d = 0; as also 

suggested by Chiu, 1988) by the model proposed by Chiu (1988), with parameter �� = 1.14 m/s 

and M = 4 (Nash–Sutcliffe coefficient 0.69), optimum M = 4.7 (Nash–Sutcliffe coefficient 0.76) and 

M = 6 (Nash–Sutcliffe coefficient 0.63), and the ME2 model (truncated at ��) with parameters ! =�� = 1.18 m/s and #/! = 0.167 (Nash–Sutcliffe coefficient 0.82); and (b) accounting for the dip-

phenomenon (optimum h/d = 0.1) by the Chiu (1988) model with parameters �� = 1.14 m/s and 

M = 2 (Nash–Sutcliffe coefficient 0.1), optimum M = 3.2 (Nash–Sutcliffe coefficient 0.69) and M = 

4 (Nash–Sutcliffe coefficient 0.57), and the ME2 model with parameters ! = �� = 1.17 m/s and #/! = 0.167 (Nash–Sutcliffe coefficient 0.83). 
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3.4. Implications to sampling for streamflow estimation 

In this section, we show some implications of the proposed framework to velocity sampling and 

streamflow estimation in a two-dimensional cross-section. The most common method to measure 

the flow velocity at a single point is to use a mechanical current meter; the first one was designed 

and built in 1882 by W.G. Price (WMO, 2010). The mechanical current meters contain a rotating 

element the angular velocity of which is proportional to the flow velocity. During the last decades, 

electronic current meters have also been made available. These are based either on the acoustic 

Doppler effect or on Faraday’s law to obtain the flow velocity, and offer higher accuracy and 

convenience compared to the mechanical meters, though at a much higher price. Although one 

may employ different devices for the estimation of the discharge, the most common sampling 

practice is to point-sample the velocity field, assuming steady-state hydraulics and stable channel 

geometry (measurable with good accuracy over short times). Such a practice is tedious, often 

dangerous, and even infeasible under high flows (e.g., Sasso et al., 2018). Commonly these 

locations are selected at 20%, ~60% and 80% of the depth on a number of verticals (typically one 

vertical every 1 m or every 10% of the width for very wide sections). The selection of those 

locations is semi-empirical; it is guided by an idealised deterministic model, e.g. the von Kàrman 

logarithmic velocity profile of normal, turbulent flow in an infinitely wide channel. 

Under the presented framework, the locations are also treated as random variables in natural 

cross-sections (even if they are a priori chosen as a percentage of the total depth), since the depth 

is not a priori known and is itself treated as a random variable. In fact, it is shown (Dimitriadis et 

al., 2019b) that the probability distribution of the location is axiomatically set and affects any 

integration of the regular and random variables within the proposed framework. It is also 

discussed how the aforementioned distribution can be viewed as the sampling location 

distribution with the convenient choice of the uniform distribution. We note that since the latter 

distribution is set by assumption, one may employ a different distribution, e.g., an exponential, 

where more points are sampled close to the channel bottom and fewer close to the surface. 

However, such a task would be more difficult, since the type of the distribution affects the Monte-

Carlo integration (see details in Dimitriadis et al., 2019b, sect. 3.2), and therefore, the new 

distribution must be included in all calculations within the proposed framework (see discussion 

and expressions in Dimitriadis et al., 2019b, sect. 3.2). Also, this task may be even unnecessary, 

since the uniform distribution has a simpler expression and has certain practical merits. In 

particular, its density is independent to the water-depth, and therefore, no water-depth recording 

is required during a uniform sampling of velocities in a cross-section. In any case, one should not 

mix the above configurations, in the sense that if a uniform (or other) distribution is assumed then 

all calculations should be performed based on this distribution for the sampling locations. 

In Fig. 9, we test the effect of the sampling distribution in a bend trapezoidal channel by comparing 

a nearly-uniform sampling (i.e. velocities are recorded in such a manner as to cover uniformly the 

whole section), with a far-from-uniform sampling by selecting only the velocities at depths 20%, 

60% and 80% of the total depth measured from the water surface. We also observe that the 

velocity distribution is close-to-Gaussian (R2 = 0.98) in cases where a uniform sampling 

distribution is employed. Furthermore, in cases where the probability distribution of the sampling 

locations deviates from uniformity, the velocity probability distribution results in a more 

complicated form that cannot be easily recognized among commonly known distributions. 
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Figure 9: :Quantile-quantile test for the velocity measurements (data extracted graphically from 

Chiu, 1988, Fig. 9) for the Exponential Distribution Function (EDF), the exponential one truncated 

at a finite maximum velocity (EDU), and the Gaussian distributiuon for the whole set of 

measurements (NDF), for sampling at 20%-60%-80% of the total depth (2-6-8), and at 20%-80% 

(2-8). 

To further examine the implications of the number of samples in discharge estimation, we 

estimate the error from sampling smaller number of velocities again in a uniform manner. The 

error is calculated as the absolute difference between the simulated and true discharge divided 

by the true discharge (i.e. mean velocity from all available velocity samples). The standardized 

discharge error is estimated from 2 to 50 points (out of the available 68) selected in a uniformly 

random manner. For every set of points, we repeat the Monte-Carlo experiment for 1000 

simulations. In Fig. 10, we plot the mean and standard deviation from all the standardized 

discharge errors. We observe that even with only 10 sampling points we may estimate the 

streamflow with a mean error less than 3% on average, and with a standard deviation of this error 

less than 2%. 

It is noted that the river discharge can be estimated within a 10% accuracy if only the surface 

velocity is densely sampled (similar conclusions are drawn in other studies when accounting for 

other uncertainties in streamflow estimation in natural channels, e.g. Fulton and Ostrowski, 2008; 

Chen et al., 2013). In particular, after we fit the model based on the ME2 (as shown in Fig. 8 and 

9), we simulate the surface velocities based on the ME2 profile (as shown and discussed in sect. 

3.3), and we conduct a Monte-Carlo method based solely on the surface simulated velocities. We 

find that for a small sample (e.g., 2 to 10 points) the average error is similar (around 10%) but the 

standard deviation significantly decreases from 7% to 2%. However, as the sample of points 

increases the standard deviation of the error slightly decreases whereas the average error 

significantly increases. The latter behaviour is expected since the average velocity of the 

horizontal line at the surface has a much smaller average velocity around 1 m/s (compared to the 

simulated average of 1.17 m/s as shown in sect. 3.3 and Fig. 8). This effect will be investigated in 

future research, so as to find an optimum sampling location range at surface, from which the 

average of the surface velocities will be close to the average velocity of the whole cross-section. 
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(a)  

(b)  

Figure 10: The expected average vs. standard deviation of the standardized error (in %) of the 

streamflow of a trapezoidal cross-section (data graphically obtained from Chiu, 1988, Fig. 9) for a 

range of points (2 to 50) randomly selected for 1000 set of experiments (a) from all the recorded 

velocities obtained by Yen (1965), and (b) from the simulated surface velocities along the whole 

width at the surface of the cross-section with distance between adjacent points equal to 5% of the 

total depth. 

 

4. Discussion and conclusions 

In this study we apply the framework developed in Dimitriadis et al. (2019b), where we derive 

theoretical profiles for the longitudinal velocity, pressure and water-depth in natural cross-
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entropy. The maximum entropy distribution is applied to each variable of interest based on the 

number of moments preserved through the 1d conservation of mass, linear momentum and 

energy. This distribution is then combined with the sampling location distribution, which for 

convenience is assumed uniform, to express the absolute derivative of the variable of interest with 

respect to location. 

Through numerous applications, we illustrate how the proposed framework may be more flexible 

than the established one, as well as more consistent, in the sense that there is no need to introduce 

additional parameters to explicitly simulate specific flow conditions, such as the open-channel 

dip-phenomenon or turbulent pipe flow. By applying several assumptions, after we express the 

absolute derivative through the presented framework such as the behaviour of the shear stress, 

we may implicitly simulate the location and magnitude of the maximum velocity in a cross-section. 

We particularly show that such phenomena can be generated by the probability distribution of 

the velocity through the parameters related to variance and skewness. An important and practical 

advantage for open-channel flows is that if we know the velocity distribution and the Boussinesq 

and Coriolis parameters, and we measure the maximum depth and surface velocities, which can 

be both sampled by non-invasive methods, the mean velocity can be well approximated based on 

the proposed model, and thus, the streamflow of the cross-section. In the case of pipe-flows, 

instead of the maximum depth, which is fixed based on the geometry (e.g. at the pipe radius for 

circular section), and the velocities at the boundaries, which are set based on the boundary 

conditions (e.g. zero for the no-slip condition), we require the velocity magnitude in any selected 

location within the cross-section as well as the Boussinesq parameter in case of symmetrical 

geometries or additionally the Coriolis parameter, which both can be assumed fixed (a reasonable 

assumption for known geometry, roughness and flow conditions, e.g. turbulent) or can be 

implicitly simulated through empirical formulas. 

We further illustrate how the assumed uniform distribution for the location variable can be 

regarded as the spatial sampling distribution in a cross-section, and that if one employs a different 

distribution, the framework must be accordingly adjusted to avoid inconsistencies and mis-

evaluations. Although one may employ a different sampling distribution, the uniform one (i.e. 

uniformly random selection of points) requires the least sampling effort for the recorded 

information in a fixed area (e.g., no need to record depth during a uniform velocity sampling). 

Finally, we show that even with a few velocity samples (10 samples for the examined case in 

section 3.4), we may estimate the streamflow with a small error on average (less than 3%), and 

with a small standard deviation of this error (less than 2%), as well as with a relatively high 

accuracy (10%) if only surface velocities are sampled. 
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